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Research Question

Can we marry tractable inference of probabilistic circuits (PCs) and the
modeling capacity of neural networks (NNs) for representation learning?

Tractable Repr. Learning
Autoencoding Probabilistic Circuits (APCs) are hybrid autoencoders with a PC
encoder and a NN decoder, trained end-to-end. PC models the joint distrib-
ution 𝑝𝒞(𝐗,𝐙), NN models the decoding function 𝑝𝜃(𝐗 | 𝐙).

Encode: 𝐳 ∼ 𝑝𝒞(𝐙 | 𝐗) Decode: 𝐱 ∼ 𝑝𝜃(𝐗 | 𝐙)

End-to-End Training
• Enabled by diff. PC sampling with SIMPLE.
• Loss combines three objectives: ℒ = 𝜆RECℒREC + 𝜆KLDℒKLD + 𝜆NLLℒNLL
• Reconstruction: Ensures embeddings 𝐳 capture enough information for 𝑝𝜃

to reconstruct input 𝐱

ℒREC = − 1
𝐵

∑
𝐵

𝑖=1
log 𝑝𝜃(𝐱𝑖 | 𝐳𝑖)

• Embedding Regularization: Forces the learned embedding distribution to
match a simple prior 𝑞 (e.g., Gaussian) using the KL divergence

ℒKLD = ∑
𝐵

𝑖=1
KLD(𝑝𝒞′(𝐙 | 𝐱𝑖) ‖ 𝑞(𝐙))

• Likelihood Regularization: Regularizes the encoder to conform to the joint
probability of data and embeddings

ℒNLL = − 1
𝐵

∑
𝐵

𝑖=1
log 𝑝𝒞(𝐱𝑖, 𝐳𝑖)

Bridging Tractable Enc. and Neural Dec.
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APCs combine tractable probabilistic encoder
and flexible high capacity neural decoder

Reconstruction Performance

APCs maintain lowest reconstruction error even under high missing data rates, while
neural autoencoders quickly degrade.

Reconstr. Missing (Completly) At Random Data

↪ APCs can tractably marginalize over missing inputs

Downstream Accuracy

APCs retain downstream accuracy (logistic regression) on MCAR data, while neural
encoder lose separability and performance as missing data ratio increases.

Latent Structure w. MCAR Data

APCs maintain stable embeddings across missing data corruption, whereas
neural encoders degrade rapidly.
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